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Contribution
• We extend upon temporally extended version of the ϵ-greedy

exploration strategy by using auxiliary task learning with the help
of General Value Functions (GVF) to perform directed
exploration thereby further improving state space coverage
during exploration.

• This is generalized formulation to include domain knowledge
about the environment by providing GVF cumulant which also
improves latent representation.
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Figure 1: High-level architecture of the DEZ-greedy strategy.

Pseudo-code
Function DEZGreedy(ϵ, Zmax):

Countdown timer z← 0

Uniformly sampled random action w← −1

Selected GVF index g← 0

while True do
Observe State s

if Z == 0 then
if random() < ϵ then

Sample Duration: z ∼ [1, Zmax] // Explore
Sample GVF: g ∼ [0,M]

if g == 0 then
Sample action: w← U(A)

a← w
a← argmax(QGVF

g )

else
a← argmax(QMain) // Exploit

else
if g == 0 then

a← w

else
a← argmax(QGVF

g )

z← z− 1

Take action a
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Results & Discussion

0 2000 4000 6000 8000
Episodes

0.0

0.2

0.4

0.6

0.8

1.0

Re
wa

rd

50x50 SubGoalTwoRooms
DQN
DQN+GVF
EZ-DQN
EZ-DQN+GVF
DEZ-DQN+GVF
DQN+CIR
DQN+RS
epsilon

0 2000 4000 6000 8000 10000
Episodes

0.0

0.2

0.4

0.6

0.8

1.0

Re
wa

rd

8x8 DoorKey

DQN
DQN+GVF
EZ-DQN
EZ-DQN+GVF
DEZ-DQN+GVF
DQN+RS
DQN+CIR
epsilon

3

4

5

Di
st

an
ce

 fr
om

 S
ta

rt

Quantifying Exploration in 6x6 DoorKey
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• There is a marked
performance difference
between algorithms that uses
persistence and normal
ϵ-greedy.

• DEZ- greedy policy (Purple)
converges early compared to
other baselines.

• Directional exploration helps
DEZ to not only explore
farther from the initial state
but also reach unique states
quickly.
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